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Abstract— We propose a new neck design of legged robots
to achieve robust visual-inertial state estimation in dynamic
locomotion. Our neck design absorbs the impact from the
legs and reduces the periodic vertical movement of the head
using the dynamic vibration absorber (DVA), which can readily
adapt to the frequency of oscillation of the body. Due to this
smooth movement of the head, sensors in the head can measure
data stably, which is impossible when sensors are directly
attached to the body. We present the mechanical design of the
neck as a combination of suspension mechanism with dynamic
vibration absorber, which provide an adjustable notch filter for
the vertical motion of the robot. Simulation and experimental
results are performed to verify the effect of the proposed neck
on the head of robots, manifesting that the states estimated
from the visual-inertial sensors on the head can be precise
even during aggressive motion by rendering both the inertial
information and the feature tracking more stable and robust.
The presented design can overcome the disadvantage that the
localization of robots with legs can only operate well in gentle
locomotion.
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I. INTRODUCTION

Legged robots have been widely researched due to their
capability to operate in irregular terrain. One of the central
issues in legged robots is a precise state estimation for safe
autonomy. Leg odometry is widely used for that, utilizing
the kinematic encoder data and inertial measurements. For
this method, many approaches have been investigated based
on filtering [1]–[3] and factor graph optimization [4], [5].

The drift issue of leg odometry is however inevitable
because it relies only on the proprioceptive sensors: inertial
measurement unit (IMU) and encoders. Therefore, many
studies have recently focused on their fusions with visual
information to reduce the drift [6], [7]. This approach is
preferred since it only requires the addition of a cam-
era, which is fairly economic both in price and its power
budget. This state estimation method using visual-inertial
measurements, however, is fragile during aggressive dynamic
locomotions such as pronking and bounding gait, since: 1)
the accelerometer signals become very noisy due to the body
vibration and shock from the impact and 2) the camera may
capture motion blur or detect only a small overlap between
camera views, rendering the feature tracking challenging
and even often diverging. For these reasons, some legged
robots adopts many cameras and/or LiDAR sensor for their
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Fig. 1. The prototype of proposed neck design with a Mini Cheetah [10].

localization (e.g, five cameras for Spot [8], a camera with
Velodyne LiDAR sensor for Anymal [9]), which result in
high hardware and system integration costs.

In contrast to these rather purely sensor/software-oriented
approaches [6, 7, 9], here, we attempt to solve the perception
problem of legged robots by recruiting a suitable mechanical
hardware - a properly-designed vibration/impact-suppressing
neck. This approach is in fact inspired by the nature, where
many animals have not only eyes on the head, but also
a neck connecting the head to the body arguably suitable
for perception-stabilization. More specifically, we design our
neck as a cascade of a suspension mechanism with a dynamic
vibration absorber. The suspension mechanism provides sup-
pression of vibration induced by the locomotion, absorbs
the impact from the legs, and compensates the weight of
the head consisting of a mono-camera and an IMU. We
also adopt the concept of dynamic vibration absorber (DVA)
for the neck design, which can provide a much faster (i.e.,
analog) response of notch filter as compared to active control
with sampling rate, with its notching frequency also easily
adjustable to the gait frequency on fly. This DVA mechanism

Fig. 2. The overall proposed neck design and its main components.



Fig. 3. (left) Kinematics model and design parameters of the proposed
neck design. (right) The desired vertical trajectory and the trajectory of the
head with the optimized design parameter. The dashed blue line indicates
the trajectory of the head determined by the geometric parameters li. The
green line denotes the desired vertical trajectory of the head.

Fig. 4. The diagram of the suspension mechanism. The entire neck structure
consists of a combination of a linkage generating vertical motion and two
connected parallel four-bar linkage.

turns out to be crucial during certain aggressive locomotion,
particularly those of low frequency pronking gaits. This is
because, without the DVA, the head can resonate with the
locomotion and reach its range limit, thereby, compromising
the accelerometer signal of the IMU, which is critical for the
proper working of visual-inertial state estimation. In contrast,
with the DVA, such excessive head motion can be channeled
from the head motion to the DVA motion. This perception-
stabilizing efficacy of our DVA-based neck design is also
verified with simulations and experiments using MIT mini
cheetah.

II. MECHANICAL DESIGN

As seen in Fig. 2, the proposed neck design is mainly
composed of the two parts: 1) the suspension mechanism
that compensates the weight of the head, absorbs the impact
from the legs, and reduces the vibration of the head; and
2) the adjustable DVA that absorbs the periodic excessive
motion of the head.

A. Linkage Design for Suspension Mechanism

The main parts of the suspension consist of a linkage
mechanism that connects the body and head. This linkage is
designed for two goals: providing the vertical head motion as
much as possible, and rendering the direction of the head the
same as the body. For the vertical movement of the head, we
design a linkage which is a modification of the leg design of
Ascento [11] in a way that places the trajectory of the linkage
slightly forward so as not to block the view of the camera,
as seen in Fig. 3. This linkage mechanism cannot make the

Fig. 5. The diagram of adjustable dynamic vibration absorber (DVA). By
changing the weight position along with the slider, it can adjust the natural
frequency.

perfectly vertical movement of the head because the bars
of the linkage are connected via revolute joints. Thus, we
optimize the design parameters of the linkage for the head
trajectory to track the desired vertical trajectory as much as
possible.

Moreover, we supplement this vertically moving linkage
with the two connected parallel four-bar linkage as Fig. 4.
Due to this additional parallel linkage, the rotation of the
neck joints does not change the direction of the head. In
other words, the head and the body always have the same
orientation.

B. Adjustable Dynamic Vibration Absorber

Although the above-mentioned suspension mechanism can
reduce vibration to some extent, we developed an adjustable
DVA to handle large motions of low frequencies. This system
is attached to the suspension mechanism, seen in Fig. 2,
absorbing the dynamic oscillation of the head.

The proposed DVA is composed of an actuator, a torsion
spring, a slider, and a weight. A torsion spring connects
the actuator to the slider, similar to series elastic actuators,
as shown in Fig. 5. By changing the position of weight
along with the slider, the notch frequency of the system is
determined and then the actuator rotates the rod to maintain
it horizontally in steady state.

III. SIMULATION

To verify our proposed method, we conducted simulations
with the original dynamics of the overall system. The simula-
tions were performed with two sinusoid input models similar
to the data of real robot motion, seen in Table I.

TABLE I
INPUT MODELS AS VERTICAL MOTION IN SIMULATION

Gait Type Frequency [Hz] Amplitude [m]
Trot 6 0.15
Pronk 3 0.25

Fig. 6 shows the simulation results about the head motion
with respect to the body motion. In the case of not using
DVA, the head position without DVA also show the stable
head motion for the trot input model. This is because the
trot input has high frequency and small amplitude, so only



Fig. 6. The z position of body and head in simulation (left) without DVA
and (right) with DVA. The simulations were conducted in two input models:
(top) trot gait and (bottom) pronking gait.

a suspension mechanism can alleviate the vibration of the
head. On the other side, for the case of pronking gait,
the head motions become unstable, as it resonates with the
body movement due to the nonlinear terms neglected when
simplifying. In contrast, it was confirmed that DVA induces
more stable head movement in the neck because it absorbs
large oscillation even with challenging environments.

IV. EXPERIMENTS

In this section, experimental results with the proposed
prototype of the neck design are presented. Each experiment
was conducted with a Mini Cheetah [10] which has strength
in dynamic locomotion. For demonstrating the effect of the
proposed neck mechanism on the state estimation of dynamic
legged robots, the contents of the experiment are as follows.

• Vertical movement of the head for the body movement
(IV-A).

• The linear acceleration data in the head (IV-B).
• Localization results with the proposed neck (IV-C).
Every experiment is performed with trotting gait and

pronking gait that represent the gentle and dynamic loco-
motion, respectively.

A. Stabilization of the vertical movement

One of the goals to use the neck mechanism is stabilizing
the periodic vertical movement of legged robots. To validate

Fig. 7. The z position data from MOCAP system without DVA (left) and
with DVA (right). These experiments were conducted in two gaits: trot (top)
and pronk (bottom).

Fig. 8. Two snapshots showing the collision of the neck, in the case of
pronking gait without DVA.

Fig. 9. Linear acceleration data measured by an IMU in the heads (left)
directly attached to the body, (middle) neck mechanism without DVA, and
(right) with DVA. These experiments were conducted in two gaits: (top) trot
and (bottom) pronk.

the effect of the suspension mechanism and DVA on the
vertical movement, the OptiTrack MOCAP (motion capture)
system measured the motions of the head and body with
100Hz. These experiments were conducted with and without
DVA.

Fig. 7 shows the data of the experiments, from which we
can see the smooth head motions as compared to the body in
trotting gait, whether using DVA or not. It allows the camera
to take more stable images because the head vertically moves
slower than the body. However, if not use the DVA in a
pronking gait, the head shows unstable motion. that shows
sharp moving with contact to its range limit as seen in Fig.
8. Although there are still some fluctuations, the head with
DVA has a much softer movement than the case without
DVA. Through this stable motion of the head, the camera
can capture smooth images that enhance the performance of
feature tracking used for state estimation.

B. Stabilization of the IMU data

Reliable linear acceleration data is also critical for robust
visual-inertial state estimation. The accelerometer data were
measured in three cases: 1) directly attached to the body, 2)
on the head without DVA, and 3) on the head with the overall
neck mechanism. From Fig. 9, we can see stable linear
acceleration data attributed to the suspension mechanism in
trotting gait. Similar to results in Sec. IV-A, without the DVA
in pronk motion, it collides with the range limit and thereby
shows very noisy acceleration data. Conversely, acceleration



Fig. 10. The estimated trajectories of the robot and ground truth on the top view. This experiment was conducted in four cases: (first) trot gait with the
neck, (second) pronking gait with the neck, (third) trot gait without the neck, and (fourth) pronking gait without the neck.

data using DVA shows less noise and small fluctuations due
to the oscillation of the head.

C. State Estimation Results

In Sec. IV-A, B, we verified that the stable data can be
measured with our proposed method. This section presents
the state estimation results using these stable sensor data.

1) Experiment Setup: We exploited VINS-MONO [12]
for visual-inertial based state estimation with a mono-
camera. We use a MOCAP system as ground truth to verify
the performance of this VIO algorithm with the proposed
neck and trajectory evaluation toolbox, provided in [13].

2) Estimated Trajectory: Fig. 10 shows the dramatically
different estimated trajectory on the top view. In the case
of not using the neck, the trotting gait showed a fast drift,
and the pronking gait even completely diverged. It originated
from uncertain landmark observation due to shaking camera
movement and very noisy acceleration data due to impact
and vibration, seen in Sec. IV-B. On the other hand, the case
of utilizing the stable sensor data through the neck shows a
slow drift. For trotting gait, the root means square error for
the position has 6.48cm and for pronking gait, 7.28cm along
the trajectories in Fig. 10.

V. CONCLUSIONS

In this paper, we proposed a new neck design for the
robust state estimation of legged robots. By obtaining stable
inertial and visual information in dynamic motion, it enables
a robust visual-inertial state estimation system in dynamic
locomotion. Mechanical design, modeling, and analysis of
the proposed system were provided and the validity was
verified through simulation and experiments.

This research has shown that mechanical neck design is
indeed a feasible solution to the problem of state estimation
for dynamic legged robots. We will later develop the neck
design in a way that increases the stability against motion,
vibration, and impact in varying locomotion. Also, we will
fuse this stable visual-inertial information with the kinematic
information of the legs and neck for improving the localiza-
tion of dynamic legged robots.
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